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INEPIAHYH

Once a model is selected, say by the Akaike information criterion, we often
wish to use the selected model for inference. A correct procedure takes the uncertainty
of the selection process into account. For the case of selection by the Akaike
information criterion, we use its overselection property to obtain the asymptotic
distribution of parameter estimators in the selected model. It turns out that the limiting
distribution depends on which models are considered in the selection, as well as on
the smallest such model that is overparametrized, without requiring the true model to
be known. A simulation scheme allows to obtain the specific distributions of
estimators after AIC selection, and provides correct confidence regions. This is joint
work with A. Charkhi.
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ABSTRACT

Once a model is selected, say by the Akaike information criterion, we often
wish to use the selected model for inference. A correct procedure takes the uncertainty
of the selection process into account. For the case of selection by the Akaike
information criterion, we use its overselection property to obtain the asymptotic
distribution of parameter estimators in the selected model. It turns out that the limiting
distribution depends on which models are considered in the selection, as well as on
the smallest such model that is overparametrized, without requiring the true model to
be known. A simulation scheme allows to obtain the specific distributions of
estimators after AIC selection, and provides correct confidence regions. This is joint
work with A. Charkhi.



